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Abstract—In the paper, we propose a novel diversity-oriented
biomedical information retrieval method based on supervised
query expansion. Our method aims to obtain the most rele-
vant and diversified terms to enrich user queries for better
interpreting the information needs. We first propose a diversity-
oriented labeling strategy to annotate the usefulness of candidate
expansion terms. We then extract both the context-based and
resource-based term features to represent terms as feature
vectors. In model training, we propose a diversity-oriented group
sampling method to modify the loss function of learning-to-rank
for accurate biomedical term ranking. Experimental results on
TREC Genomics datasets show that our method is effective in
improving the performance of biomedical information retrieval
in terms of both the relevance and the diversity.
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I. INTRODUCTION

In recent years, the rapid development of biomedical re-

search has led to an explosive increase in the number of related

articles, which poses a great challenge for researchers to obtain

the needed information. To meet the challenge, biomedical

IR systems are designed to retrieve a list of articles, which

is not only relevant to given queries, but also diversified

to completely meet the information needs. The relevance of

search results reflects the similarity between a given query and

each candidate document, while the diversity of search results

captures different aspects of the query.

Existing studies have focused on improving the relevance

and the diversity of biomedical IR. However, few studies

have addressed the diversity of search results using query

expansion. Generally, query expansion methods can be cate-

gorized into two types: unsupervised query expansion (UQE)

and supervised query expansion (SQE). To comprehensively

measure the usefulness of expansion terms, SQE methods are

developed recently, and have been demonstrated effective to

improve the quality of the selected expansion terms [1]–[4].

SQE methods represent candidate expansion terms as feature

vectors. Term feature vectors are treated as the inputs of a

classifier or a ranker for further refinement. SQE methods

have exhibited two advantages over UQE methods for improv-

ing retrieval performance. For one thing, SQE methods take

multiple features of terms into consideration to choose high-

quality expansion terms instead of using one certain scoring

function. For another, SQE methods can achieve satisfactory

TABLE I
SUPERVISED QUERY EXPANSION FOR BIOMEDICAL INFORMATION

RETRIEVAL

Algorithm 1 Supervised Query Expansion Pipeline

Training the SQE model M
1: For each training query q, select k candidate terms via PRF
2: Label each term based on the diversity-oriented strategy
3: Represent each term as a feature vector using different term features
4: Train term ranking model M using the modified loss function

Testing the model M in query expansion retrieval
1: For each testing query q, select k candidate terms via PRF
2: Represent each term as a feature vector using the term features
3: Apply M to obtain the top m terms for query expansion

performance particularly in retrieval with constraints due to

the flexibility in the model optimization. Unlike general IR

tasks, biomedical IR has the constraints on the diversity, and

few studies have integrated SQE methods in biomedical IR.

In this paper, we propose a novel supervised query ex-

pansion method for diversity-oriented biomedical information

retrieval. Our method aims to address the relevance and

the diversity of search results simultaneously. We propose a

biomedical term labeling strategy to measure the relevance and

the diversity of each candidate expansion terms, and extract

both the context-based and the resource-based term features to

comprehensively represent the terms for further refinement. In

model training, we integrate the group sampling and diversity-

oriented weighting function into the loss function of ranking

support vector machines to improve the quality of expansion

terms. We conduct extensive experiments on the datasets from

TREC Genomics tracks. Experimental results demonstrate the

effectiveness of our method in biomedical IR, outperforming

other state-of-the-art baseline methods.

II. GENERAL FRAMEWORK

We introduce our supervised query expansion framework

for diversity-oriented biomedical information retrieval. We

illustrate the pipeline of our framework in Table I.

A. Term Labeling Strategies

Ground truth labels of terms are taken as the learning targets

in training a term ranking model. During model training,

term labels are used to measure the ranking loss. To assign

term labels, an initial retrieval is conducted using an original
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query q. We evaluate its performance using an evaluation

metric Eval, denoted as Eval(q). Eval can be any evaluation

metrics for measuring retrieval performance, such as mean

average precision. Then, we conduct another retrieval using

an expanded query containing q and one candidate term

t. We record its performance as Eval(q, t). By comparing

Eval(q) with Eval(t, q), we determine whether t is relevant

to the query q or not. To generate the diversity-oriented term

labels, an intuitive way is to determine the diversity of a

term based on whether the term is contained in query-related

aspects. Namely, if the term occurs in any query-related aspect,

we assign the label 1 to the term, indicating its usefulness.

Otherwise, we assign the label 0 to the term, indicating its

uselessness. Although this labeling strategy seems simple and

feasible, it may ignore important information of the term: a

term contained in several aspects may be more diversified than

the term contained in only one aspect; potential impact of

terms on retrieval performance is still an important factor in

term labeling. Based on the above consideration, we propose

a labeling strategy based on both diversity and relevance of

terms, and categorize term labels into four classes: definitely

useful (labeled as 3), partly useful (labeled as 2), probably

useful (labeled as 1) and not useful (labeled as 0). The

advantage of the labeling strategy with multiple labels lies

in that it may compute the ranking loss more accurately than

that with binary labels, thus obtaining more effective models.

B. Term Features

We represent all terms as input feature vectors for term

ranking models to refine obtained candidate terms. Each

dimension of these vectors, as one type of term feature, can

reflect the term usefulness to the given query from a certain

perspective. In our method, two types of term features are

extracted: one is based on term distribution in the context; the

other is based on term importance in biomedical resources.

Based on these two factors, we define two sets of features

below for candidate expansion terms.

1) Context-based Features: Context-based features are ex-

tracted to measure the relative importance of terms with

respect to a given query within the retrieval collection. Dif-

ferent types of textual statistics can be adopted to measure

term importance. We extract two categories of context-based

features: features based on term frequency and inverse docu-

ment frequency (tfidf ) and features based on co-occurrences

(cooc), which have been proved effective as term features [4].

For tfidf based features, we extract term frequency, in-

verse document frequency and their combination as different

features, respectively. Term frequency counts the occurrences

of a certain term within each document, and inverse document

frequency counts the number of documents containing a cer-

tain term. These two factors, as classical textual statistics, can

jointly reflect term importance in the entire collection in terms

of tfidf . Moreover, since term distribution in the whole corpus

and in the feedback documents (top-ranked document from

initial retrieval) may characterize candidate expansion terms

differently, we extract term features from these two document

sets, respectively, as different term features.

To further consider query information, we extract co-

occurrence based term features by accounting for co-

occurrences of each candidate term and its corresponding

query in documents. Intuition for the co-occurrence lies in that

two terms tend to be more relevant when they co-occur more

frequently in the context. Moreover, we split original docu-

ments as sliding windows, and consider the co-occurrences of

each two terms within each smaller textual windows. Context-

based features are extracted to address term importance and

term relevance to given queries. Since queries in biomedical

literature retrieval always contains domain-specific terms, we

further characterize the terms using biomedical resources for

comprehensively representing candidate expansion terms.

2) Resource-based Features: Biomedical semantic re-

sources involve large amounts of semantic and syntactic in-

formation of biomedical terminologies for modeling domain-

specific terms. These resources have been widely used in

biomedical text mining tasks. To comprehensively represent

terms, we incorporate resources into modeling term character-

istics to encode domain-specific term information. We inves-

tigate two resources in our study: Medical Subject Headings

(MeSH) and MetaMap.

MeSH provides hierarchically-organized terminologies for

indexing and cataloging of biomedical information on PubMed

search engines, which have been widely used in biomedical

information retrieval tasks. The frequency of term occurrences

in MeSH can reflect the importance of terms in biomedicine.

We define two indicators to measure the term importance in

MeSH: MeSH-based term frequency and MeSH-based concept

frequency. MeSH-based term frequency counts the number of

occurrences of each term in the entire vocabulary. Intuitively,

if a term appears more frequently in MeSH, it will be more

important as a terminology. We formalize this indicator as

follows.

tfMeSH(tj) =
log(freq(tj ,MeSH) + 1.0)

log|T | (1)

where |T | represents the number of terms in MeSH.

freq(tj ,MeSH) represents the raw frequency of the term

tj in MeSH. Inspired by document frequency used in IR,

we propose MeSH-based concept frequency as another indi-

cator for measuring term importance. MeSH-based concept

frequency counts the number of unique concepts containing

a certain term in MeSH. If a term is contained within more

concepts, it will be more important to reflect domain-specific

characteristics of terms. We formalize this method as follows.

idfMeSH(tj) =
M −m(tj) + 1.0

m(tj) + 1.0
(2)

where M represents the number of concepts in MeSH. m(tj)
represents the number of unique concepts containing the term

tj . idfMeSH(tj) measures the importance of the term t in

MeSH in analogy with inverse document frequency used in
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IR. Moreover, we also combine tfMeSH(tj) and idfMeSH(tj)
as a new term feature as follows.

tfidfMeSH(tj) = idfMeSH(tj)log(tfMeSH(tj) + 1.0) (3)

MetaMap as a powerful natural language processing tool,

has been widely used in biomedical text mining tasks [5],

which is developed by the National Library of Medicine

(NLM). MetaMap seeks to discover domain-specific concepts

from biomedical text in the Unified Medical Language System

(UMLS) metathesaurus. We adopt MetaMep to map expanded

queries to a concept query, and extract term features using

the concept query. Specifically, we combine one candidate

expansion term with the original query to form an expanded

query, and then convert the expanded query from a text query

to a concept query. The canonical forms of Concept Unique

Identifiers (CUIs) are contained in the concept query. If the

concept query contains more biomedical concepts, it is more

likely to convey useful information about the term, and the

term may be more useful for expansion. The number of

recognized concepts is treated as a term feature. We formalize

this feature as follows.

concept(t) = count(t, Qexpand(t)) (4)

where Qexpand(t) is the expanded query with the term t.
count(t, Qexpand(t)) measures the number of times term

t appearing in the concept representations of the expanded

query. Since MetaMap returns several candidates for an ex-

panded query with several concepts, the number of returned

candidates may also reflect the importance of the term. We

define two term feature based on this consideration as follows.

conceptnum(t) = countCUI(t, Qexpand(t)) (5)

candidate(t) =

∑
q∈Qexpand(t)

|R(c)|
countCUI(t, Qexpand(t))

(6)

where conceptnum(t) counts the total number of concepts in

the concept query Qexpand, which measures term importance

at the query level. |R(c)| is the number of returned candidates

for the concept c with respect to Qexpand. We normalize the

feature values by the number of concepts contained in the

concept query to make the feature values comparable to each

other.

We represent each candidate expansion term as a feature

vector using the context-based and resource-based features.

In model training, we treat the term feature vectors as inputs

and the term labels as targets for optimizing the intermediate

models by pre-defined ranking loss functions.

C. Group Enhanced Loss Function for Term Ranking

In this section, we introduce the ranking loss function in

our method. We adopt a group sampling method based on

group-wise learning to rank methods [6]. To apply group-

wise learning to rank for biomedical term selection, we divide

the set of terms for each query into small groups based

on the divide-and-conquer strategy, and each group of terms

comprises one term with higher label and several terms with

lower labels. We then adopt ranking support vector machines

(RankSVM) [7] to examine the performance of our model.

Formally, the objective function of RankSVM is defined as

follows.

min
1

2
ωTω + C

m∑

i=1

n∑

j=1

∑

u,v,yi
u,v

ξi,ju,v

s.t. ωT (ti,ju − ti,jv ) ≥ 1− ξi,ju,v, t
i,j
u � ti,jv , ξi,ju,v ≥ 0

(7)

where ti,ju � ti,jv implies the term u should be ranked ahead

of term v with respect to the jth group of ith query. C is the

trade-off coefficient between the ranking loss and the model

complexity.

We modify the objective function of RankSVM follow-

ing our diversity-oriented loss function by incorporating the

diversity-oriented weighting function for computing the total

ranking loss. The final form of the objective function is defined

as follows.

min
1

2
ωTω + C

m∑

i=1

n∑

j=1

∑

u,v,yi
u,v

ξi,ju,v

s.t. γ(ti,ju )ωT ti,ju ≥ γ(ti,jv )ωT ti,jv + 1

− ξi,ju,v, t
i,j
u � ti,jv , ξi,ju,v ≥ 0

(8)

where γ is the diversity-oriented weighting function based

on group sampling. We believe the model learned using this

function can select more relevant and diversified terms for

biomedical query expansion to enhance the retrieval perfor-

mance.

III. EXPERIMENTS

A. Experimental Settings

We conduct our experiments on the datasets from TREC

Genomics tracks in 2006 and 2007 [8], [9]. We adopt four

evaluation metrics designed for the tracks: Document MAP,

Passage MAP, Passage2 MAP and Aspect MAP. We build our

information retrieval system based on Indri search engine [10],

which is widely used in existing works. We index articles from

the experimental datasets with stemmed words and stopword

removed in advance. We tune the parameters of our method for

2006 dataset with 2007 queries, and tune the parameters for

2007 dataset with 2006 queries. We perform five-fold cross

validations, and report the average performance of all the

folds. The division of training set, testing set and validation

sets is based on query number at the ratio of 3:1:1, which is

used for model training, prediction, and parameter selection,

respectively. The division follows the standard learning-to-rank

datasets LETOR [11].
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TABLE II
OVERALL RETRIEVAL PERFORMANCE OF DIFFERENT MODELS FOR 2006

QUERIES

2006 queries Document Passage Passage2 Aspect

Language model [12] 0.3178 0.0205 0.0239 0.1983
Relevance model [13] 0.3194 0.0207 0.0240 0.2023
Term dependency [14] 0.3198 0.0208 0.0254 0.1785
SVM-based SQE [1] 0.3050 0.0237 0.0292 0.2447
ListNet [15] 0.3216 0.0234 0.0290 0.2256
RankSVM [7] 0.3065 0.0235 0.0335 0.2632
Our model 0.3282*† 0.0249*† 0.0345*† 0.2828*†
2007 queries Document Passage Passage2 Aspect
Language model [12] 0.2587 0.0646 0.0876 0.2000
Relevance model [13] 0.2678 0.0720 0.0963 0.2302
Term dependency [14] 0.2804 0.0683 0.0939 0.1974
SVM-based SQE [1] 0.2833 0.0729 0.0999 0.2298
ListNet [15] 0.2819 0.0739 0.1012 0.2255
RankSVM [7] 0.3226 0.0844 0.1160 0.2467
Our model 0.3337*† 0.0847*† 0.1155† 0.2713*†

B. Overall Retrieval Performance

For the models compared, the query-likelihood language

model [12] is one of the classic retrieval models in IR

field, which is also taken as the basic retrieval model in

our experiments. Relevance model [13] and term dependency

model [14] are two unsupervised query expansion models

widely used in different tasks. Support Vector Machine (SVM),

RankSVM and ListNet [15] are three learning to rank methods

belonging to the pointwise approach, the pairwise approach

and the listwise approach, respectively, in which SVM-based

SQE method has been proved effective in [1]. We report

the results of these models in Table II on the two datasets.

We conduct two-tailed paired Student t-tests (p < 0.05) to

examine whether the improvements are significant relative to

the baseline models, where an asterisk indicates significant

improvements over the RankSVM-based model and a dagger

indicates significant improvements over the ListNet-based

model. The table shows that compared to classic retrieval

models, unsupervised query expansion methods can improve

the retrieval performance of biomedical retrieval task, and

supervised query expansion method can further enhance the

performance for both query sets. Among the supervised query

expansion methods, our method significantly outperforms

other methods in terms of most evaluation metrics, which

shows the effectiveness of our model.

IV. CONCLUSIONS AND FUTURE WORK

We propose a novel supervised query expansion method

for diversity-oriented biomedical information retrieval. In the

proposed method, we propose a term labeling strategy in con-

sideration of diversity degree of terms, extract both context-

based and resource-based term features for term representa-

tions, and modify the loss function with group sampling and

diversity-oriented weighting function to learn more effective

ranking model for term selection. Experimental results on

TREC datasets show that our method outperforms baseline

models, and effectively improves the performance of biomed-

ical information retrieval in terms of both relevance-based

and diversity-based evaluation measures. We will carry out

our future work by extracting more powerful term features

based on other useful biomedical resources to improve the

performance, and also investigating other effective supervised

learning methods for further optimizing our method.
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